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Welcome

• Welcome to the “Uncertainty Meets Explainability” workshop!

UncertaintyExplainability

https://xai-uncertainty.github.io/
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A big Thank You to our PC members

• Albert Calvo (i2CAT)
• Carlous Mougan (Univ. of
Southampton)

• Dimitrios Gunopulos (NKUA)
• Dimitris Sacharidis (ULB)
• Dimitris Fotakis (NTUA)
• Eirini Ntoutsi (UNIBW)
• Eleni Psaroudaki (NTUA)
• Giorgos Giannopoulos (ATHENA RC)
• Giorgos Papastefanatos (ATHENA RC)

• Giuseppe Casalicchio (LMU)
• Hamid Bouchachia (Bournemouth Univ.)
• Jakub Marecek (CVUT)
• Kostas Stefanidis (TUNI)
• Loukas Kavouras (ATHENA RC)
• Nikos Vryzas (AUTH)
• Maria Tzelepi (AUTH)
• Rahul Nair (IBM)
• Theodore Dalamagas (ATHENA RC)
• Theodora Tsikrika (CERTH/ITI)
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Support
Organizations:

Projects:
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Uncertainty ∩ Explainability

UncertaintyExplainability

You are here

Interesting questions:
• What are the ways in which these fields interact?
• What is the current research interest in the combination of these two fields?
• How can we facilitate research in this area?
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Publications in the last 5 years

Publications containing all query terms in the period 2018-2022, based on Google
Scholar
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Publications in the last 5 years
Publications containing all query terms in the period 2018-2022, based on Google
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Important note: These numbers indicate the number of papers where these terms co-ocur, not
the number of papers that focus on the interaction of uncertainty and explainability.
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Uncertainty ∩ Explainability

It turns out, not surprisingly, that other people have the same ideas.
Examples:

• G. Scafarto, N. Prosocco, A. Bonnefoy, “Calibrate to Interpret”, ECML 2022
• D. Folgado, M. Barandas, L. Famiglini, R. Santos, F. Cabitza, H. Gamboa, Explainability
meets uncertainty quantification: Insights from feature-based model fusion on
multimodal time series, Information Fusion, 2023
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The importance of uncertainty in ML

• An integral part of ML
• Sources of uncertainty
(Hüllermeier and Waegeman, 2020):

• Uncertainty inherent in the process
• p(y|x) even for the best possible

model, f∗

• Uncertainty due to the selected type
of model

• The best model h∗, from the
selected family of models may be
different from f∗

• Uncertainty due to our approximation
of the best model

• Our approximation h may be
different from h∗

• Aleatoric and epistemic uncertainty

Source: Y. Gal, PhD thesis
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Uncertainty - questions

• How certain are we about our predictions?
• Can you provide a set C(x) where the value of y lies with probability 0.95?

• What causes this uncertainty? Is it reducible? How?
• How certain are we that we have selected the correct model?
• Can we quantify aleatoric and epistemic uncertainty?
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Recent papers discussing uncertainty in ML
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Explainability - example questions

• Why did a model make a specific decision?
• What would be a minimal change so that the model will make a different decision?
• Can we summarize and predict the overall model’s behavior?
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Taxonomy of interpretability methods

Timo Speith, “A Review of Taxonomies of Explainable Artificial Intelligence (XAI) Methods”. In 2022 ACM
Conference on Fairness, Accountability, and Transparency (FAccT ’22), 2022
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Interpretable models

• Some models afford explanations
• Examples, (generalized) linear models, decision trees, k-NN
• Example: Linear regression

ŷ = w1x1 + . . .+ wpxp + b

18 / 26



Interpretable models
• Feature effects (visualization) - example in bike sharing dataset

effect
(i)
j = wjx

(i)
j (1)

C. Molnar, IML book
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Goal

• Most models do not afford explanations
• we cannot explain them by looking at their parameters
• we handle these as “black boxes”

• In this case we apply general interpretability methods
• Local: Interpret the model’s output for a particular input instance
• Global: Provide a general interpretation of the model’s behavior
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Uncertainty ∩ Explainability

Explain the uncertainty Uncertainty of the explanation
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Post-hoc uncertainty explanations
Paper summary:
• Use non-parametric bootstrap and
SHAP to provide explainable
uncertainty estimates

• Use this to estimate model
deterioration in the deployment
environment (no labels)

• Detect the source of deterioration
• Key ideas:

• Separate estimations of model
variance noise, bias and observation
noise terms in model

• Use Shapley values to estimate the
contribution of each feature in
uncertainty and deterioration

Example paper:
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Explanations of probabilistic models

Paper summary:
• When a BNN is uncertain about its
predictions, the explanation is also
affected. It is better to provide an
explanation of why it is uncertaint
instead

• Key ideas:
• Select a counterfactual in a latent
space of a deep generative model
such that the estimation of
uncertainty is minimized

• The difference between the original
and new data highlights the source of
uncertainty

Example paper:
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Quantifying the uncertainty of post-hoc explanations

Paper summary:
• Bayesian framework to generate local
explanations with uncertainty

• Bayesian LIME and KernelSHAP
• Key ideas:

• Define a generative process and use
data to infer its parameters

• Use the parameters to provide the
explanation along with its estimated
uncertainty

• Can use these to select the required
number of perturbations for providing
reliable explanations

Example paper:
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Quantifying the uncertainty of post-hoc explanations

Paper summary:
• Introduce BayLIME: Another Bayesian
version of LIME

• Key ideas:
• Prior knowledge is introduced by
weighting samples based on their
proximity to the sample we wish to
explain

• Use these to estimate mean and
variance for Bayesian linear
regression in LIME

Example paper 2:
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Quantifying the uncertainty of post-hoc explanations

Paper summary:
• Global effect estimation methods
introduce uncertainty due to sample
heterogeneity

• Key ideas:
• Use DALE, a fast and more accurate
version of ALE for differentiable
models

• Provide an unbiased estimator of
variance

• Use this to select optimal bin splitting
strategy for ALE

Example paper 3:
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Conclusions

• There seems to be a strong interaction between explainability and uncertainty of
ML models

• There also seems to be a growing interest in problems that fall into the intersection
of the two fields

• Methods can be roughly grouped into two major categories:
1. Methods that explain the uncertainty
2. Methods that quantify the uncertainty of the explanation

• We expect to see further research in this growing field
• Some of them today in our workshop!
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Thank you!
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