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Welcome

® Welcome to the “Uncertainty Meets Explainability” workshop!

Explainability Uncertainty

https://xai-uncertainty.github.io/
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https://xai-uncertainty.github.io/

2.30-2.35

2.35-2.50

2.50-3.10

3.10-3.30

3.30-4.00

Workshop schedule

Welcome and Introduction

Short introduction on the intersection of uncertainty and explainability in
machine learning

Using Stochastic Methods to Setup High Precision Experiments

Using Part-based Representations for Explainable Deep Reinforcement
Learning

Explaining an image classifier with a GAN conditioned by uncertainty

Identifying Trends in Feature Attributions during Training of Neural Networks

Relation of Activity and Confidence when Training Deep Neural Networks

Temperature scaling for reliable uncertainty estimation: Application to
automatic music genre classification

Christos Diou & Vasilis
Gkolemis

Christos Diou

Kristina Veljkovi¢

Manos Kirtas

Adrien Le Coz

Elena Terzieva

Valerie Krug

Hanna Lukashevich

5 minutes

(17" presentation + 3'
questions)

(17 presentation + 3
questions)

7 minutes

7 minutes

7 minutes

7 minutes
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4.30-4.50

4.50-5.10

5.10-545

5.45-6.00

Workshop schedule

Explainable Learning with Hierarchical Online Deterministic Annealing

Regionally Additive Models: Explainable-by-design models minimizing
feature interactions

FALE: Fairness aware ALE plots for auditing bias in subgroups

Improving the Validity of Decision Trees as Explanations

Towards Explainability in Monocular Depth Estimation

Explaining uncertainty in Al for clinical decision support systems

Designing a Method to Identify Explainability Requirements in Cancer
Research

Poster session - Poster dimensions (75x200 cm) double-side

Christos Mavridis

Vasilis Gkolemis

Giorgos Giannopoulos

Jifi Némecek

Vasileios Arampatzakis

Elisabeth Heremans

Didier Dominguez

(17" presentation + 3
questions)

(17" presentation + 3'
questions)

7 minutes

7 minutes

7 minutes

7 minutes

7 minutes

15 minutes
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Dimitrios Gunopulos (NKUA)

Dimitris Sacharidis (ULB)

Dimitris Fotakis (NTUA)

Eirini Ntoutsi (UNIBW)

Eleni Psaroudaki (NTUA)

Giorgos Giannopoulos (ATHENA RC)
Giorgos Papastefanatos (ATHENA RC)

Giuseppe Casalicchio (LMU)

Hamid Bouchachia (Bournemouth Univ.)
Jakub Marecek (CVUT)

Kostas Stefanidis (TUNI)

Loukas Kavouras (ATHENA RC)

Nikos Vryzas (AUTH)
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Theodora Tsikrika (CERTH/ITI)
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Uncertainty Meets Explainability in ML
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Uncertainty N Explainability

You are here

Explainability Uncertainty

Interesting questions:
e What are the ways in which these fields interact?
e What is the current research interest in the combination of these two fields?
® How can we facilitate research in this area?
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Publications in the last 5 years

Publications containing all query terms in the period 2018-2022, based on Google
Scholar

g: uncertainty machine learning
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Publications containing all query terms in the period 2018-2022, based on Google

Scholar
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Publications in the last 5 years

Publications containing all query terms in the period 2018-2022, based on Google
Scholar

g: uncertainty explainability machine learning
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Publications in the last 5 years

Publications containing all query terms in the period 2018-2022, based on Google
Scholar

g: uncertainty explainability machine learning

12000

10000

8000

nr or Arucies

6000

4000

2000

2018 2019 2020 2021 2022
Year

Important note: These numbers indicate the number of papers where these terms co-ocur, not
the number of papers that focus on the interaction of uncertainty and explainability.
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Uncertainty N Explainability

You are here

Explainability Uncertainty
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Uncertainty N Explainability

It turns out, not surprisingly, that other people have the same ideas.
Examples:

® (. Scafarto, N. Prosocco, A. Bonnefoy, “Calibrate to Interpret”, ECML 2022

e D. Folgado, M. Barandas, L. Famiglini, R. Santos, F. Cabitza, H. Gamboa, Explainability
meets uncertainty quantification: Insights from feature-based model fusion on
multimodal time series, Information Fusion, 2023
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Uncertainty
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The importance of uncertainty in ML

® Anintegral part of ML

® Sources of uncertainty
(Hdllermeier and Waegeman, 2020):
® Uncertainty inherent in the process T
® p(y|x) even for the best possible
model, f*
® Uncertainty due to the selected type
of model
® The best model h*, from the
selected family of models may be
different from f*
® Uncertainty due to our approximation
of the best model Source: Y. Gal, PhD thesis
® Qur approximation A may be
different from h*

e Aleatoric and epistemic uncertainty
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Uncertainty - questions

How certain are we about our predictions?
® Can you provide a set C(x) where the value of y lies with probability 0.95?

What causes this uncertainty? Is it reducible? How?
How certain are we that we have selected the correct model?
Can we quantify aleatoric and epistemic uncertainty?
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Recent papers discussing uncertainty in ML

Aleatoric and Epistemic Uncertainty in
Machine Learning: An Introduction
to Concepts and Methods

Eyke Hi g

lermeier * and Willem Waegeman'

“Paderborn Un
Heinz Nixdorf Institute and Department of Computer Science
eyketupb.de

ersity

* Ghent University
Department of Mathematical Modelling, Statistics and Bioinformatics
willem. wacgeman@ugent.be

Abstract

The notion of uncertainty is of major importance in machine learning and con-
with the statistical

stitutes a key element of machine learning methodology. Tn i
tradition, uncertainty has long been perceived as almost synonymous with standard
tic predictions. Yet, due to the steadily increasing relevance
ety require-

probability and probabilis
of machine learning for practical applications and related issucs s
ments, new problems and challenges have recently been identified by
scholars, and these problems may call for new methodological developments. In par-
ticular, this includes the importance of distinguishing hetween (at Teast) two different
type toric and epis In this paper, we
provide an introduction to the topic of uncerts o learning as well &
overview of attempts so far at handling uncertainty in general and formalizing this

of uncertaint

» often referred to as ale

distinction in particular

Uncertainty Quantification in Scientific Machine Learning:
Methods, Metrics, and Comparisons

Apostolos F Praros™", Xului Meng®*, Zongren Zou®, Ling Guo®, George B Karniadikis®**
“Division of Applied Mathematics, Broun University, Providence, RI 03906, USA
" Department, of Mathematics, Shangha Normal University, Shangiai, China
“Pacific Northuest National Laboratory, Richland, WA 99355, USA

Abstract

Neural networks (NNs) are currently changing the computational paradigm on how ta combine data. with
mathenatical Taws in phy:
problems not solvable with traditional methods. However, quantifying errors and uncertainties in NN-based
inforence is more complicated than in traditional methods. s is becanse in addition to aleatoric uncertainty

s and engineering in  profound way, Lckling challenging inverse and ill-posed

associated with noisy date, there is also uncerlainty due (o limited data, but also due to NN Ly perpacameters,
mpling crrors as well as model misspecification. Although there are
somme recent works on uncertainty quantification (UQ)
methods towards quantifying the total uncertainty cllectively and efficiently even for function approximation,
and there is even less work on solving partial differential equations and learning operator mappings between

overparametrization, optimization and

1 NNs, there is 1o systenatic investigation of suitable

infinite-dimensional function spaces using NNs. In this work, we present a comprehensive [ramework thal
ineludes uncertainty modeling, new and existing solution methods, as well as evalation metries and post-hoc

approaches. To the and reliability of our framework, we present an

extensive comparative study in which various methods are tested on pratotype problems, inchuding problems
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Explainability / Interpretability
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Explainability - example questions

® Why did a model make a specific decision?
e What would be a minimal change so that the model will make a different decision?

e (Can we summarize and predict the overall model’s behavior?
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Taxonomy of interpretability methods

Model-Specific

Applicability —

Model-Agnostic
Post-Hoc

( Problem Type (e.g., Classification) ]

(Input Data (e.g., Categorical, Pictorial))

—»( Surrogate Models ]

l ) (
Stage ) L
Ante-Hoc

Explainability
Methods
Global

Result )74,( Feature Relevance )
::( Examples )

4,( Structure Leveraging )

Functioning )—

—>( Perturbations )

:|—( Scope ) (
Local

Output
Format

4’( Architecture Modification j

H( Meta-Explanation ]

i
( Numerical ) ( Rules ) ( Textual ) ( Visual ) ( Mixed ) ( Arguments ) ( Model )

Timo Speith, “A Review of Taxonomies of Explainable Artificial Intelligence (XAl) Methods”. In 2022 ACM

Conference on Fairness, Accountability, and Transparency (FAccT '22), 2022
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Interpretable models

® Some models afford explanations
® Examples, (generalized) linear models, decision trees, k-NN
e Example: Linear regression

J=wir1 + ... +wpxp +0
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Interpretable models
e Feature effects (visualization) - example in bike sharing dataset

effect = wjz gi) (1)

workingday- I]
'
i

holiday |
'
i
o o '_E
i
T T >
2000 0 2000

Feature effect

C. Molnar, IML book
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Goal

Most models do not afford explanations
[ )
[ )

In this case we apply general interpretability methods
. Interpret the model’s output for a particular input instance
: Provide a general interpretation of the model’s behavior

19/26



Uncertainty N Explainability

Explain the uncertainty Uncertainty of the explanation
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Offering explanations of uncertainty
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Post-hoc uncertainty explanations

Paper summary:

e Use non-parametric bootstrap and
SHAP to provide explainable
uncertainty estimates

® Use this to estimate model
deterioration in the deployment
environment (no labels)

® Detect the source of deterioration
® Key ideas:

® Separate estimations of model
variance noise, bias and observation
noise terms in model

® Use Shapley values to estimate the
contribution of each feature in
uncertainty and deterioration

Example paper:

Monitoring Model Deterioration with Explainable Uncertainty Estimation via
Non-parametric Bootstrap

Carlous !

! Uniyer
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Explanations of probabilistic models

Example paper:
Paper summary:

e When a BNN is uncertain about its
predictions, the explanation is also P M it
affected. It is better to provide an o |
explanation of why it is uncertaint 6_’ L o _*M<
instead

® Key ideas:

® Select a counterfactual in a latent GG A CLUE: A Meron o
space of a deep generative model EXPLAINING UNCERTAINTY ESTIMATES
such that the estimation of :
uncertainty is minimized

® The difference between the original
and new data highlights the source of
uncertainty 3

Input X*
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Quantifying the uncertainty of the explanation

24/26



Quantifying the uncertainty of post-hoc explanations

Paper summary: Example paper:

e Bayesian framework to generate local
explanations with uncertainty

® Bayesian LIME and KernelSHAP
e Key ideas:

® Define a generative process and use
data to infer its parameters —————

e Use the parameters to provide the
explanation along with its estimated
uncertainty

® (an use these to select the required
number of perturbations for providing
reliable explanations
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Quantifying the uncertainty of post-hoc explanations

Paper summary:

Introduce BayLIME: Another Bayesian
version of LIME
® Key ideas:
® Prior knowledge is introduced by
weighting samples based on their
proximity to the sample we wish to
explain
® Use these to estimate mean and
variance for Bayesian linear
regression in LIME

Example paper 2:

BayLIME: Bayesian Local Interpretable Model-Agnostic Explanations

Xingyu Zhao'? Wei Huang' Xiaowei Huang' Valentin Robu®** David Flynn’
"Department of Computes
2School of Enginecring & Physica
*Centrum voor Wiskunde en Informatic

of Liverpool, lnup«ml L69 \ux | |<
E b, EH )

Abstract Model-agnostic Explanations (LIME) [Ribeiro et all, 2016].
Despite its very considerable success in both research and
practice, LIME has several weakne: most significant
of which are the lack of consistency i
tions of a single prediction and robustne
Meanwhile, higher explanation fideliry
many settings. Arguably, these three prope
the most desirable for an XAI method to have.

ed explana-
o kernel settings

Given the pressing need for assuring algorithmic
transparency, Explainable Al (XAI) has emerged
as one of th s of Al research. In this pa-
per, we develop a no extension to the
LIME framework, one of the most widely used ap-

at explanations,
been identified

The inconsistency of LIME, where di

ex
ledge and Bayesian reasoning to improve both the can be generated for the same prediction, has
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Quantifying the uncertainty of post-hoc explanations

Paper summary: Example paper 3:

e Global effect estimation methods

introduce uncertainty due to sample

hete rogenelty RHALE: Robust and I}f:zzll ﬁﬁc;;y-aware Acc

Vasilis Gkolemis* ", Theodore Dalamagas”, Eirini Ntoutsi® and Christos Diou"

* Key ideas:

® Use DALE, a fast and more accurate
version of ALE for differentiable :
models

® Provide an unbiased estimator of :
variance m Do

® Use this to select optimal bin splitting
strategy for ALE
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Conclusions

There seems to be a strong interaction between explainability and uncertainty of
ML models

There also seems to be a growing interest in problems that fall into the intersection
of the two fields

Methods can be roughly grouped into two major categories:

1. Methods that explain the uncertainty
2. Methods that quantify the uncertainty of the explanation

We expect to see further research in this growing field
Some of them today in our workshop!
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Thank you!
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